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Abstract

Many kinds of simulation models have been developed to understand the complex plasma systems. However, these sim-
ulation models have been separately performed because the fundamental assumption of each model is different and
restricts the physical processes in each spatial and temporal scales. On the other hand, it is well known that the interactions
among the multiple scales may play crucial roles in the plasma phenomena (e.g. magnetic reconnection, collisionless
shock), where the kinetic processes in the micro-scale may interact with the global structure in the fluid dynamics. To take
self-consistently into account such multi-scale phenomena, we have developed a new simulation model by directly inter-
locking the fluid simulation of the magnetohyrdodynamics (MHD) model and the kinetic simulation of the particle-in-cell
(PIC) model. The PIC domain is embedded in a small part of MHD domain. The both simulations are performed simul-
taneously in each domain and the bounded data are frequently exchanged each other to keep the consistency between the
models. We have applied our new interlocked simulation to Alfvén wave propagation problem as a benchmark test and
confirmed that the waves can propagate smoothly through the boundaries of each domain.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Plasma consists essentially of a multi-scale system, that is, various structures and waves are spontaneously
formed and excited in widely different scales. The hierarchy of spatial and temporal structure is attributed to
the kinetic of particles and the fluid dynamics. Therefore, to capture accurately the property in each scale,
numerical plasma simulation has to be performed by an appropriate model. Magneteohydrodynamic
(MHD) simulation is one of the most widely utilized tools in plasma research, and it has given substantial
contribution to the study of global scale dynamics in space, astrophysical, and experimental plasmas.
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The MHD equation is derived from the approximation to large scales in space and time, so that it cannot deal
with any kinetic process. On the other hand, the particle-in-cell (PIC), Vlasov and Fokker–Planck simulations
are performed in order to handle the micro-scale processes. Since these kinetic simulations essentially contain
any plasma processes in their system, the system size is severely restricted in small and short range. Therefore,
we have used some idealized (and sometimes impractical) settings for the initial and boundary conditions.

These simulation models in macro- and micro-scales have been separately developed so far. This is because
the approximation in fundamental theory in each scale is restricted to specific scale. However, the mutual
interaction between the macro-scale dynamics and the micro-scale kinetics plays important roles for various
multi-scale plasma phenomena. For instance, the non-gyrotropic particle orbit and the micro-scale instability
growing on magnetic neutral lines are widely believed to play crucial roles for the creation of electric field,
which drives magnetic reconnection on a thin current sheet [2]. Nevertheless, since there is no adequate
method to treat the micro-scale kinetics in the macro-scale system, we have had to treat all the microscopic
processes as an artificial model parameter so-called ’’anomalous resistivity’’ in the large scale MHD simula-
tion. Particle acceleration on large scale collisionless shocks is also the typical multi-scale plasma phenomena,
in which reflected and accelerated particles may modify the large scale plasma flow.

Hence, a new methodology to connect consistently the dynamics of the macro-scale and micro-scale is
greatly required to be developed. Once this type of method is established, it could help our understanding
of complicated plasma processes, and may improve the predictability of the processes. The multi-scale simu-
lation is an issue not only in plasma physics but also in any research fields of sciences and technologies, and the
new algorithm and the mathematical framework are demanded to overcome the challenging problems for
interconnecting physical processes in vastly different scales. The objective of this paper is to propose a new
type of multi-scale plasma simulation algorithm, whereby the mutual interaction between large scale MHD
process and micro-scale plasma kinetics is able to be taken into account directly. The strategy in our model
is that, only in a limited region where the micro-process is crucial for macro-scale dynamics, the plasma kinet-
ics are calculated with keeping the consistency with the large scale dynamics. In order to accomplish the con-
sistency, we have developed the way to connect the MHD simulation and the kinetic simulation. This new
model is an application of the macro–micro interlocked (MMI) simulation which has been recently proposed
by [4], for plasma.

In this paper, we adopt the particle-in-cell (PIC) model for the kinetic simulation, and the conventional
finite difference method for the MHD simulation, respectively. Therefore, our MHD and PIC interlocked
model is resembled to the hybrid continuum-atomistic simulation, which is quickly grown for the study of
multi-scale hydrodynamics. For instance, [7] proposed the connection of the conventional fluid model and
the particle-based Direct Simulation Monte–Carlo (DSMC) model. However, we should mention the peculiar-
ity in plasma physics in contrast to the hydrodynamics simulations. Since the several characteristics contained
in the particle-based (PIC) model are negated in the continuum (MHD) model, some sophisticated filter,
which can pass only the proper components for each the macro- and micro-scale models, has to be developed.
Therefore, the method proposed here is not a simple application of the hydrodynamic connection model.

This paper is organized as follows: In Section 2, the simulation models are described both for the MHD and
the kinetic simulation, and then, the interlocking procedure is explained both for the spatial and temporal con-
nections, respectively. In Section 3, the interlocked model are examined based on the benchmark test for the
Alfvén wave propagation problem. Finally, the prospects of the new model are discussed in Section 4.

2. Simulation model

The basic configuration of our MMI plasma simulation is schematically illustrated in Fig. 1. The system
consists of two kinds of bounded areas, and in each area the MHD and PIC simulations are performed,
respectively. PIC simulations are embedded in the MHD simulation, and the mutual interactions are managed
through the boundary among the MHD and PIC domains. The main advantage of our MMI plasma simu-
lation is that both the MHD and PIC simulations are performed simultaneously and the kinetic effects
obtained from the PIC domain are self-consistently included in the MHD domain. Therefore a spontaneous
data exchange between these two domains through the boundary has great meaning. Otherwise, the results
from the PIC domains are included as only parameters as is in conventional ways where the PIC simulations



Fig. 1. A schematic illustration of the MHD and PIC interlocked simulation. PIC domains are embedded in MHD domain. MHD
simulation handles the whole system, and PIC simulations treat microscopic processes only in the area where the kinetics is necessary to be
considered.
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and the MHD simulations are separately performed with some idealize boundary conditions, e.g. constant or
stationary conditions, and uniform, periodic, mirror, or rigid wall conditions. In this section, we describe how
the PIC and MHD domains are associated and connected each other in the points of temporal and spatial
directions.

The following set of ideal MHD equations
oq
ot
¼ �r � ðqVÞ

oV

ot
¼ �ðV � rÞV þ 1

q
ðrP þ Jm � BmÞ
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is used for the MHD simulation, and the full set of equations
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is used for PIC simulation. The variables are described in conventional format, e.g. q is the plasma mass den-
sity. The subscription m and p mean the values in MHD and PIC simulations, respectively. The superscription
# means the value assigned on individual super-particle in the PIC simulation.

The equation set of PIC simulation has a set of characterized length, time and speed, those are Debye
length, the inverse of electron cyclotron frequency, and the speed of light. On the other hand, the set of
MHD equations does not have any characteristic length and time but Alfvén speed. Therefore, the spatial
and temporal grid width of dx and dt are not limited by physical parameters but adopted as arbitrary param-
eters in the MHD model. We define the ratio of the discretized scales between MHD and PIC as
Rx ¼ dxm=dxp;

Rt ¼ dtm=dtp;
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where dxp (dxm) and dtp (dtm) are the spatial and temporal grid width of PIC (MHD), respectively. Since
MHD may handle much larger scale, these ratio of Rx, Rt are greater than unity.

2.1. Connection in space

The data exchange is accomplished by the following procedures; (1) the boundary conditions of PIC sim-
ulation are determined by the results from the surrounding MHD simulation, and (2) the field data in the PIC
domain are sent to MHD. Those are schematically illustrated in Fig. 2a. The overlapped three rectangles in the
second panel from top, show the simulation domains of each model. MHD simulation is performed in the
whole region of a system (open rectangle area), and PIC simulation is performed in the light and dark-gray
shaded area. Note that only one PIC simulation is performed and there is no boundary between light- and
dark-gray shaded areas. The difference between light- and dark-gray shaded areas is shown later.

In the PIC simulation, the field data obtained from the surrounding MHD domain are utilized to set the
boundary conditions on the lines between open and light-gray shaded area. The conditions are renewed every
time step to reflect the results from the MHD simulation. Those conditions are for the particle velocity distri-
bution function and the magnetic- and electric field. The particle velocity distributions for the injecting par-
ticles are calculated by using the density, total pressure, bulk velocity, and current density of the MHD
simulation. Based on the assumption of local thermal equilibrium, the velocity distribution of the injecting
particles has a (shifted-) Maxwell distribution with the same density of the ions and the electrons. The bulk
velocity difference between ions and electrons makes current. Then we have,
Fig. 2.
weight
the MH
MHD
the MH
Before
grid w
Jm), th
results
T = t t
once b
The re
T = t a
advanc
nep ¼ nip ¼ Nm

vth;ip ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P r

1þ P r

P m
1

M i

s

vth;ep ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

1þ P r

P m
1

M e

s

vip ¼ Vm

vep ¼ Vm �
Jm

N me
where Pr is the pressure ratio between ion and electron as a parameter, and Mi and Me are ion and electron
mass, respectively. We set the shifted-Maxwell velocity distribution every time step of PIC model. A fraction
of these particles is injected into the PIC domain [1]. The ejecting particles across the boundary from PIC to
MHD are put out of the calculation. Consequently, PIC simulations can be performed under the physical
boundary conditions obtained consistently from the MHD simulation. Note that the number of particles in
PIC simulations is not constant by a net of the injecting and ejecting particles, and the overall charge in
PIC domain does not keep the neutrality.
(a) Spatial connection method between MHD and PIC domains is schematically illustrated. From top to bottom, the spatial
ing function W(x), the domain decomposition of MHD and PIC simulations, and the field mixing procedure are shown. The area of

D and PIC simulations are domain decomposed, and PIC simulation is performed in the dark- and light-gray shaded area, and
simulation is performed whole region of the system (open rectangle). The field data of the current density and electric field obtained in

D simulations are mixed or replaced by the data from PIC simulation. The weighting function for mixing is W(x) plotted in the top.
mixing process, the data obtained from PIC simulations are averaged in space and in time in every Rx and Rt, that is, corresponding

idth of MHD simulation, then we have the averaged data of Ep and Jp. The averaged data are mixed with the data of MHD (Em and
en we have mixed data of Emix and Jmix. The mixing is performed only in the light-gray shaded area. In the dark shaded area, MHD
are replaced by the PIC results. (b) Time sequence of the MHD and PIC interlocked simulation. While the time step is advanced from
o T = t + dtm, field values are advanced twice by using MHD model (MHD-P:Predictor phase and MHD-C:Corrector phase) and
y PIC model. First, the MHD variables are advanced from T = t to T = t + dtm by the full set of the MHD equations, noted MHD-P.
sults of MHD-P are sent to PIC. In the PIC simulation, variables are time advanced by using the temporal boundary condition at
nd T = t + dtm. Then the time-averaged data of E and J are sent to MHD and spatially mixed. Finally the MHD variables are re-
ed from T = t to T = t + dtm by using Emix and Jmix instead of the Ohm’s law and Ampère law.

c
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The data transmission from PIC model to MHD model is carried out by the following procedure. Since the
spatial and temporal characteristic sizes in PIC simulation are smaller and shorter than those in the MHD sim-
ulation, the higher frequency or shorter wave-length waves (e.g. whistler wave) than MHD waves are naturally
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contained in the PIC domain. These waves are directly injected into the MHD area through the boundary if the
data of PIC and MHD are simply connected. These waves are not resolved in the MHD area because these are
not normal mode waves in the MHD equations. It becomes, indeed, an unphysical noise in the MHD system.
Only the MHD mode of the low-frequency waves should propagate from PIC to MHD domain. For this pur-
pose, we need some filter which can pass only the low-frequency waves (low-pass filter). In the present inter-
locked stimulations, the field data of Ep and Jp in the PIC domain are averaged in every Rx grids, that is, in
the width of MHD grid. Then we have the spatially averaged data Ep and Jp, where the shorter wave-length
waves than the MHD grid width are filtered out. (See illustrations below the rectangles in Fig. 2a)

The MHD approximation is applicable only for the low-frequency and long-wave-length waves, then the
electric field is given by the generalized Ohm’s law where the electron inertia, the Hall term, and the electron
pressure term are neglected. On the other hand, in the PIC model, the electric field is derived directly from the
Maxwell equation where all kinds of kinetics are included. Therefore, it is a natural way to replace the general-
ized Ohm’s law with the results from PIC model when one takes the kinetic effects into the MHD model. These
processes are performed by the following procedures. First, we make the averaged data in space noted above,
and in time explained in detail later in Section 2.2, those are Ep and Jp. Next, the data of Ep and Jp are mixed
with the MHD results of Em and Jm on the corresponding grids. The weighting function W(x) plotted in the
top of Fig. 2a, is applied for mixing as
EmixðxÞ ¼ W ðxÞEpðxÞ þ ½1� W ðxÞ�EmðxÞ;

JmixðxÞ ¼ W ðxÞJpðxÞ þ ½1� W ðxÞ�JmðxÞ:
For W(x) we use a square of sine/cosine function in the light-gray shaded area and a constant function in the
dark-gray shaded area in Fig. 2a. Finally, Emix and Jmix are used in place of Em and Jm for the MHD equa-
tions. In the dark-gray shaded area, the mixing process simply means the replacing Em and Jm to Ep and Jp

because the weighting function is unity. In the transition zone (denoted by light-gray shaded area), both PIC
and MHD results are mixed and the kinetic effects are partially taken into account. Resultantly, in the
light-gray shaded area, the short wave-length waves are smoothly diminished and mainly the long wave-length
components are preferentially sent to the MHD domain. The remained variables of the density, velocity and
pressure are directly connected with the velocity moment of particles on the corresponding grid without the
above mixing procedure.

In order to realize a non-reflecting open boundary of PIC simulation, we have also adopted the absorbing/
damping region at the end of the system where the fluctuations of the electric and magnetic field are reduced
[6]. Note that we have not adopt the retarding boundary condition, but introduced the damping region in the
whole area of the transition zone plotted by the light-gray shaded area in Fig. 2a.

2.2. Connection in time

To perform the interlocked simulation, it is necessary that the data of both MHD and PIC simulations are
exchanged frequently. It is determined as an adjustable parameter how frequently the data are exchanged,
then, we have introduced the most frequent connection that the exchange is carried out at every MHD time
step. Fig. 2b shows a schematic illustration of the time sequence for the interlocked model. We call the algo-
rithm as ‘‘predictor-corrector’’, where the time is advanced twice in the same MHD time step by predictor
phase and corrector phase, respectively. The time step chart consists of the followings three steps. First, the
MHD variables are advanced from T = t to T = t + dtm by the full set of the MHD equations. This is the pre-
dictor phase as noted MHD-P in Fig. 2. Then, the data both at T = t and T = t + dtm are sent to PIC. Next,
the PIC variables (i.e. field and particles) are advanced from T = t to T = t + dtm by using the temporal
boundary conditions obtained from MHD simulation at T = t and T = t + dtm and spatial boundary condi-
tions noted in Section 2.1. The temporal boundary conditions are interpolated on every time step in the PIC
simulation. While the PIC model is time advanced from T = t and T = t + dtm, the data of the electric field
(Ep) and the current density (Jp) are time-averaged. This is also the low-pass filter as noted in Section 2.1.
Therefore, we calculate the spatially and temporally averaged data of Ep and Jp. The averaged data are sent
to MHD and mixed with MHD results. Finally, we again advance the MHD variables from T = t to
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T = t + dtm by using the mixed field data of Emix and Jmix instead of the generalized Ohm’s law and Amp�ere’s
law. This is the corrector phase as noted MHD-C in Fig. 2b. The present interlocked simulation is carried out
with this ‘‘predictor-corrector’’ algorithm.

3. Test on Alfvén wave propagation

The interlocked simulations between PIC and MHD are applied on the Alfvén wave propagation. The sim-
ulations are one-dimensional in space of X-axis, but fully three-dimensional in velocity. In the present PIC
simulation code, we have used Kyoto university one-dimensional ElectroMagnetic Particle cOde (KEMPO1)
[3]. Hereafter, magnetic field and density are normalized by the background value B0 and N0. Velocity, time,
and length, are normalized by the Alfvén velocity VA, the inverse of proton gyro-frequency X�1

ci , and the ion
inertia length ki ” VA/Xci. The background magnetic field has only X-component and small-amplitude, left-
hand circularly polarized Alfvén waves are superposed in Y and Z-components of the magnetic field and
velocity, as the wave propagates to positive direction in X-axis. The amplitude and wave-length of the super-
posed field perturbations are 0.01 and �105 in the normalized unit. The MHD simulation covers in the range
of X = 0 to 524.3 with a periodic boundary condition. The embedded PIC simulation is calculated in the range
of X = 249 to 275. The grid-cell size dxp and the time step size dtp are 1.6 · 10�3 and 3.8 · 10�5, respectively.
The mass ratio between electrons and ions is 400 and the plasma beta is 0.01 for electrons and ions. Initially
100 particles per grid-cell are used for the unit density in the background distribution for each electrons and
ions. This number is typical in performing the PIC model. The ratios of the length and time steps between
MHD and PIC are Rt = 64 and Rx = 64. We define the Alfvén transit time sA as the period of the perturbation
to propagate over the wave-length of 105 ki, which corresponds to �2.76 million steps in PIC simulation.

Fig. 3a shows the wave form at T = 0.11sA with an initial wave form at T = 0 (green curve). Plotted curves
are the Y-component of magnetic field. The blue solid curves show the result from MHD simulation, and the
red curves show the results from PIC simulation. The red curved area covers the light- and dark-gray shaded
area in Fig. 2a. By comparing the global shape of the blue and green curves, we can see that the Alfvén waves
propagate with keeping its wave form and amplitude. The Alfvén waves are scarcely modified in the area of
PIC domain and the waves propagate with the Alfvén speed. The expanded plots of the waves around the PIC
area are shown at T = 0.05sA (Panel b) and 0.11 sA (Panel c). At the edge of the PIC domain, the amplitude is
diminished by the interlocking algorithm of the mixing procedure. The field values automatically approach to
the MHD values, and PIC and MHD simulations are smoothly connected each other. In the PIC domain,
short wave-length (high-frequency) waves are observed in addition to the global Alfvén wave. The amplitude
is still smaller than the amplitude of the background Alfvén wave. Those are normal mode waves in the PIC
simulations (e.g. whistler waves) which are not represented in the MHD simulations.

To check the wave properties in both MHD and PIC area, these waves are decomposed into wave number
(k) and frequency (X) space by using FFT method. Fig. 4 shows the X � k diagram for the different three area.
Panel (a) shows the results sampled in the PIC area. Panels (b) and (c) are sampled in the MHD area of the left
and right side of the PIC area, respectively. The short wave-length, high-frequency waves observed in Fig. 3
are shown on the branch of the Whistler wave noted by the black solid curve in Fig. 4a. As noted above sec-
tion, these high-frequency waves should be absorbed by the averaging and mixing procedures noted in Section
2.1, because these waves are unphysical mode in MHD simulation. In our model, the connection procedure
well works as shown in Panels (b) and (c). Even though the Whistler waves are excited as clearly observed
in Panel (a), only the imposed Alfvén waves are observed in Panels (b) and (c). Indeed, only a small fraction
of wave power of the short wave-length wave is emitted into the MHD domain which are observed in the wave
form plotted in Fig. 3b and c and in spectra plotted in Fig. 4b and c on the Alfvén mode branch. The ampli-
tude of the fluctuations/waves is small enough for Alfvén wave propagation process.

4. Summary and discussion

We have explained the algorithm of the MHD and PIC interlocked simulation. This new algorithm is
applied to Alfvén wave propagation problem in one-dimensional system. The wave smoothly propagates from
MHD into PIC domain and ejected again into MHD. While the wave is propagating in the PIC domain, the
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wave almost keeps its form and amplitude, even though some high-frequency fluctuations are excited. Their
power is smaller than that of the Alfvén wave.

Here, we discuss about a wave shift illustrated in Fig. 5. In the parallel direction of the magnetic field, the
wave dispersion relation in the low-frequency range (<Xci) is decomposed into two branches, those are, Whis-
tler wave (R-mode wave) and Ion cyclotron wave (L-mode wave) which propagate with different velocity. This
Fig. 3. Wave form at time 0.11 sA (Panel a) and two expanded plots around the PIC domain at 0.05 sA (Panel b) and 0.11 sA (Panel c),
where sA is an Alfvén transit time (see text). Plotted are Y-component of the magnetic field. Green curve in each panel shows an initial
wave form of the left-hand circularly polarized Alfvén waves. The wave-length and amplitude are �105 and 0.01 in the normalized unit.
MHD simulations are performed in the full region of the system whose length is �524.3 with a periodic boundary condition. The results
are plotted by blue curves. PIC simulation is performed in the range of 249 to 275 and results are plotted by red curves. As time elapses, the
Alfvén wave smoothly propagates to positive direction in X-axis with keeping its wave form and amplitude.
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dispersion is observed only in PIC simulations, therefore, when the Alfvén wave propagates into PIC domain,
the wave is decomposed into R- and L-mode waves. Of course, the dispersion is weak if the wave number/fre-
quency is small enough, which is the case in the present test wave propagation with the wave-length of �105 ki.
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Fig. 5. The wave shift process is schematically illustrated. At the boundary between MHD and PIC domain, the waves observed in the
PIC domains are shifted into the MHD mode with keeping the wave frequency.
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On the other hand, in case that the wave-length is short, the Alfvén wave is decomposed into two modes in the
PIC domain. The wave decomposition is schematically illustrated in Fig. 5. When the input wave is propa-
gated from MHD to PIC domain, the wave is decomposed into Whistler wave and Ion cyclotron wave noted
by triangles. Later, when these decomposed waves are ejected from PIC to MHD domain, the wave are shifted
into Alfvén mode noted by circles. Resultantly, the wave form of the Alfvén waves is modified during the wave
propagates in the PIC domain. This is not results from unphysical numerical error but realistic phenomena
caused certainly by the kinetic effects.

Since the number of variables in MHD and PIC is different, some assumptions are necessary to connect
MHD and PIC model. First, we assume that the particle velocity distribution injecting from the MHD into
PIC domain is in a thermal equilibrium and it has a (shifted-) Maxwell distribution for both electrons and
ions. This is because outside the PIC domain, we use the MHD model where the thermal equilibrium is gen-
erally/universally satisfied. By using the macro variables of the density, velocity, and pressure, we can set a
unique (shifted-) Maxwell distribution. In addition, by using the current density with the assumption of charge
neutrality, we can set the (shifted-) Maxwell distribution for both electron and ion, respectively.

The position where MHD and PIC can be connected, is a remaining issue. In case of the present Alfvén
wave propagation, all the particles in PIC domain consist of thermal population, that is, in thermal equilib-
rium with no non-thermal particles. Therefore we can set the boundary anywhere in the MHD domain,
because the thermal equilibrium is satisfied anywhere in MHD domain. We can consider that the shape of
the particle velocity distribution function across the boundary is smoothly connected to the shifted-Maxwell
distribution. On the other hand, in the case of that there are non-thermal particles at the boundary, the shape
of the distribution function is not well continuous between PIC and MHD domains. In this case, the boundary
position should be moved to an appropriate position, where the thermal equilibrium is obtained in PIC
domain. For example, the shock wave creates the non-thermal particles for its dissipation process, therefore
the boundary position should be far enough from the transition region to obtain the thermalized particles. For
more general problems (e.g. compressional modes, multi-dimensional dynamics, and others) further investiga-
tions are necessary to find an appropriate location to connect the two different models. If the compressional
mode rather than the Alfvén wave governs the dynamics, it is likely that other type of filter should be intro-
duced in addition to the filter for E and J.

Here, we have developed the new algorithm for multi-scale plasma processes called MHD and PIC inter-
locked simulation which is based on the domain decomposition method. The micro-domain is embedded in
the macro-domain. In this algorithm, the mutual data exchange between micro and macro-models is performed
across the boundary. This procedure works well in the case that the micro-domain occupies the finite size in the
macro-domain. On the other hand, another type of interlocked model is possible where the characteristic scale
of the microscopic process is extremely smaller than the grid size of macro-model (Rx �1. Rt �1). In the
case, the results of micro-model could be reflected into the macroscopic model as some parameters on each
macro-model grid. We call it as ‘‘Macro-Parameter’’ method instead of ’’Domain Decomposition’’ method.
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For instance, if the macroscopic diffusion process is governed by the turbulence of extremely small size eddy, the
microscopic simulation could be carried out to determine the diffusion coefficients in the macroscopic model.
The ‘‘Macro-Parameter’’ method has been indeed applied recently to the MHD and PIC interlocked simulation
of Magnetosphere-Ionosphere (M-I) coupling system by [5]. The boundary conditions for PIC model is given
by the variables on the MHD grid. The ionization coefficient obtained from the accelerated electrons calculated
in PIC model is included in the equation of the continuity in the set of MHD equations. The kinetic effect in the
macroscopic MHD simulation of the M-I coupling system is reflected into the ionization process due to the
precipitation of high-energy electrons into the ionosphere. Both the Domain Decomposition method and the
Macro-Parameter method provide powerful ways when one implements the Macro–Micro Interlocked
simulation.

In the present simulation, we have used PIC simulation as a micro-scale model. Other kinetic simulations
(e.g. Vlasov model) can be also used as a micro-scale model. In the point of view of numerical noises, Vlasov
model might be better than PIC model where some kinds of noises are excited because of the limited size and
number of the macro-particles. As noted in Section 2.1, any short-wave-length and high-frequency waves
cause the unphysical fluctuation in the MHD domain, if they propagate into the MHD domain. The noiseless
model is better for the interlocked simulation, though we have introduced the low-pass filter to reduce the fluc-
tuation excited in the PIC domain. However, even if a noiseless Vlasov model is used in the kinetic domain, the
filter is necessary to reduce the power of physical high-frequency waves (e.g. Whistler wave). The power of the
noises excited due to the macro-particles in the PIC model is generally quite smaller than that of the physical
waves.

We have used kinetic simulation as a micro-scale model and MHD simulation as a macro-scale model. As
widely known, they correspond to the two different extreme models for plasma simulations, because the MHD
is applicable only for the low-frequency and long-wave-length dynamics, and the PIC model may manage any
kinetics described by the Vlasov equation. On the other hand, there are several intermediate models like Hall-
MHD model, two-fluid model and hybrid-simulation model, and they may be also used to construct the inter-
locked simulation. In those cases, different variables would have to be used to exchange the information
among the models, rather than the electric field and the current density. As the scale gap is closer, the inter-
action is more straightforward, and more information must be shared between micro- and macro-models.

Here, we have first developed the new algorithm for the interlocking of MHD and PIC models. The macro–
micro interlocked simulation is much prospective methodology for the research of multi-scale plasma pro-
cesses. Magnetic reconnection, the interaction of large scale shock and particle acceleration, and the system
evolution due to anomalous transports could be the important applications of the interlocked simulation.
Although several subjects still remain for the practical application, the concept of ‘‘interlocking’’ will much
extend the applicability and the potency of numerical simulations as principal tool for research and
development.
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